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Abstract: Researchers often engage in dichotomous thinking or dichotomous 
statements about the truth of theories, the validity of measurement scales, that 
manipulations cause effects for the right theoretical reason, that effects are there 
(versus not there), or that findings are statistically significant (or not). Although 
some dichotomous thinking can reasonably be expected, it may be extreme in 
psychology, to the point of being a mania; that is, dichotomania. The present goal 
is to shed light on the phenomenon, including explaining potential harms and less 
harmful alternative thinking. 
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A graduate student recently presented research but avoided concluding that 
the theory was true or false, or even that the effect was there or not there at 
the population level. There was an immediate outcry from the professors each 
time: “The theory is either true or false!” and “The effect is either there or 
not there!” The outcry may have been symptomatic of a mental disorder that 
afflicts many psychology professors and perhaps researchers in other fields too. 
The disorder is dichotomania, an insistence by researchers that there are only 
two choices for a variety of issues. 

There are many dichotomies. Coins land heads or tails, women are 
pregnant or not pregnant, and so on. But psychological science issues need 
not be likewise dichotomous. Are theories true or false, are various sorts of 
assumptions true or false, are effects there or not there, are measures valid 

To cite this paper:
David Trafimow (2024). Dichotomania and its Manifestations in Psychology Research. Indian Journal of 

Applied Business and Economic Research. 5(1), 17-42. https://DOI:10.47509/IJABER.2024.v05i01.02

ARF INDIA
Academic Open Access Publishing
www.arfjournals.com

Indian Journal of Applied Business and Economi Research
Vol. 5, No. 1, 2024, pp. 17-42
https://DOI:10.47509/IJABER.2024.v05i01.02



18	 David Trafimow

or invalid, are studies internally valid or invalid, are studies externally valid 
or invalid? Although there is no way to know what psychology researchers 
actually believe, sans data, it is difficult to miss that they often write or speak as 
if these are strict dichotomies (e.g., “Smith and Jones validated the test we used 
in our study”). In addition, there are many cases where dichotomous thinking 
has been stanchly defended, which suggests that dichotomous wording is 
more than just a shorthand for getting points across more easily. And, of 
course, editorial decisions often depend on dichotomous pronouncements by 
reviewers (e.g., agreeing or disagreeing that the authors soundly showed the 
effect is statistically significant). 

The present thesis is that dichotomania is often, though not always, 
damaging to the field. Some ways are obvious and others are at varying degrees 
of subtlety. However, that a particular kind of damage may be subtle does not 
render it any less damaging. In some cases, the harm takes the form of the 
fallacy of the excluded middle. There are options between extreme choices and 
failure to consider them is problematic. For a homely example, one can turn 
on the hot water or the cold water in the shower, in which case the shower is 
likely to be unpleasant. Or, a person can turn the knob partway to produce 
water that is neither too hot nor too cold, thereby converting the shower from 
an unpleasant to a pleasant experience.

In other cases, the problem is less that there is an excluded middle, and 
more that the dichotomy is poorly framed. For example, consider whether God 
exists or not. A problem is that whether God exists likely depends on how one 
conceptualizes God (e.g., an old man with a beard and deep voice, the laws of 
physics, love, etc.). Likewise, whether Americans are free depends, in part, on 
what one means by freedom. For God, freedom, and many others, there are 
vital conceptual issues hidden by dichotomous framing. 

ARE PSYCHOLOGY THEORIES TRUE OR FALSE?

In most introductory psychology textbooks, there is somewhere a statement 
to the effect that theories should be falsifiable. The notion that theories should 
be falsifiable was popularized by Karl Popper (1959; 1963; 1972; 1983) 
who emphasized an interesting asymmetry. If we commence with the major 
premise that if the theory is true, a certain observation should occur, then the 
occurrence of the observation fails to confirm the theory whereas its failure 
to occur successfully disconfirms the theory by the logic of modus tollens. 
Thus, theory falsification is logically possible whereas theory verification is not. 
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Researchers should eschew theory verification in favor of theory falsification. 
Science progresses when researchers falsify theories and replace them with 
better ones. 

There have been many criticisms. One criticism is that Popper’s 
falsificationist logic depends on how the major premise is framed (Trafimow, 
2020). For an alternative framing, we might commence with the major premise 
that if the theory is false, then the observation should not occur. In that case, 
if the observation does not occur no conclusion is logically valid whereas if the 
observation does occur then it is logically valid to conclude that the theory 
is true. Thus, from the perspective of strict logic, all depends on how the 
major premise is framed, and so there is no logical necessity to prefer theory 
falsification to theory verification or the reverse. 

A second criticism is that there is no way to traverse the distance from 
a theory to an empirical hypothesis except through auxiliary assumptions 
(Duhem, 2054/1914; Quine, 1952; Meehl, 1990a; 1990b; Rozeboom, 
2005). It is the conjunction of theory and auxiliary assumptions that lead to 
the empirical hypothesis. Consequently, regardless of whether the empirical 
hypothesis is confirmed or disconfirmed, there is no logically valid way to draw 
a conclusion about the theory as it is alternatively possible to credit or blame 
an auxiliary assumption (Trafimow, 2017). Lakatos (1978) distinguished 
naïve falsification that omits the consideration of auxiliary assumptions versus 
falsification that is not (or less) naïve that recognizes the cruciality of auxiliary 
assumptions. 

A third potential criticism, and the one of present concern, is that 
falsification depends on a characterization of theories as being true or false so 
that the logic of modus tollens or sophisticated versions of that logic, can be 
applied. If theories are not true or false, then there is no way to apply the logic, 
and the falsificationist program becomes difficult to defend. 

Many science philosophers have moved in the direction of theoretical 
pragmatism (Laudan, 1990); theories are successful because they help scientists 
solve problems. The idea is that there is no point in characterizing theories 
true or false because none of them are exactly true (Cartwright, 1983), which 
means they are false according to dichotomous categorizing. For theoretical 
pragmatists, it makes better sense to think about theories in terms of their 
usefulness. Although Newton’s theory is false according to dichotomous 
categorizing, engineers typically use it because of its applicability to building 
bridges, airplanes, and so on. In a word, Newton’s theory is useful though false. 
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It is tempting to replace the true-false dichotomy with a useful-useless one, 
an example that sometimes appears in the philosophical literature almost as if 
to show that philosophers can commit dichotomania too. But an alternative 
is to say that theories are varying degrees of useful or useless, in different 
circumstances. In that case, dichotomania is avoided, and engineers can 
continue to use Newton’s theory to solve problems for which it is sufficiently 
applicable. 

For a psychology example, consider a traditional assertion that attitudes 
and subjective norms cause behaviors, mediated by behavioral intentions (e.g., 
Fishbein, 1980). The theory may have varying degrees of applicability for different 
configurations of people, circumstances, and behaviors. Like Newton, this social 
psychology theory is strictly false (e.g., Trafimow, 2009), but nevertheless can be 
argued to be useful for particular purposes (see Kraus, 1995 for a review). It makes 
more sense to devote research efforts to discovering configurations of people, 
circumstances, behaviors, and so on where the theory is more or less applicable 
than to devote research efforts to proving it true or false. When confronted with 
a case where the theory is highly applicable, it likely makes sense to use it; when 
confronted with a case where the theory is not applicable, it is sensible not to 
use it; and when confronted with a case where the applicability is somewhere 
between, careful thinking may be necessary to determine the degree to which to 
depend on the theory. Such careful thinking might include a consideration of 
alternative theories that might be more applicable for the case at hand.

A potential counterargument is that there are theories that have been 
proven false, to everyone’s satisfaction. Although phlogiston theory was 
extremely popular in chemistry pre-Lavoisier, practically nobody believes 
it now. Nor do people believe, any longer, in spontaneous generation, that 
the universe is replete with a luminiferous ether, and so on. If we put aside 
issues of framing and logic, the historical fact is that many theories have been 
disconfirmed to practically everyone’s satisfaction. The historical fact might 
justify Popper’s realism and Popper’s falsificationist program, despite the well-
taken criticisms. Perhaps this is because, just as there are many ways for people 
to be unhappy and only a few ways for them to be happy, although there are 
many ways for a theory to be false, truth is more restricted. If so, the asymmetry 
between falsification and verification that Popper touted has force, not because 
of modus tollens logic but rather as a matter of probability. 

A pragmatist might retort that the historical fact that many theories 
have been disconfirmed to practically everyone’s satisfaction is only half of an 
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argument. There are no theories that have been proven perfectly true which, as 
indicated earlier, means they are false under dichotomous categorizing. Even 
Einstein’s theory of relativity and quantum mechanics, the two top theories we 
have in physics, have limited ranges of applicability and are not strictly true 
(Hertog, 2023). And if all theories are false, a pragmatist could reasonably 
question whether there is any point in testing theories to demonstrate what 
is already known, that the theory under investigation is false. Instead, the 
pragmatist argument goes, it makes more sense to test theories to determine 
their ability to make surprising predictions (or have predictive power more 
generally), solve problems, have explanatory scope and range of application, be 
internally consistent, and so on. 

Or consider Kircher’s observations of the blood of patients with fever using 
a microscope in 1646. He noted microorganisms and theorized that disease 
is caused by microorganisms, a milestone in the history of medical science. 
Nevertheless, there were imperfections. It is likely that what Kircher observed 
were red or white blood cells, which were not the disease-producing agent. In 
addition, not all diseases are caused by microorganisms; for example, diseases 
can be hereditary. Thus, even Kircher’s germ theory, though praiseworthy, was 
not strictly true. 

The purpose of this section is not to argue strenuously for realism, 
pragmatism, or any other philosophical perspective. Rather, the point is simply 
to remind the reader that there are good reasons for resisting dichotomania with 
respect to theories. The point may be stronger with respect to psychology than 
sciences such as physics and chemistry. In the latter sciences, there is a long and 
storied record of theories being falsified to practically everyone’s satisfaction. In 
psychology, although there are many reports of findings that are inconvenient 
for theories, it is extremely rare that empirical findings falsify a psychology 
theory to everyone’s satisfaction. A much more common occurrence is that 
theories simply fall out of fashion. Or as Meehl (1978) put it, “Most of them 
[psychology theories] suffer the fate that General MacArthur ascribed to old 
generals—They never die, they just slowly fade away” (p. 807). Consequently, 
instead of asking “Is the theory true or false?” it makes more sense to ask, “To 
what extent is the theory more or less applicable under various configurations 
of people, circumstances, behaviors, and so on?” 

At this point, a realist might sarcastically comment that all configurations 
of people, circumstances, behaviors, and so on are different, and if researchers 
are to proceed through all possible such configurations, there is little point in 
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having the theory in the first place. In addition, even a large set of researchers will 
never finish researching an indefinitely large set of configurations. Therefore, 
one has to assume some sort of generality to the theory. Put acerbically, too 
much theoretical pragmatism can render the whole research program quite 
unpragmatic. Then, again, a pragmatist might defend by insisting that the 
realist is taking pragmatism to an extreme that few pragmatists would endorse. 

Nor is it necessary to commit to out-and-out realism or pragmatism. 
One might argue for elements of both. Popper, who avowed himself a realist, 
characterized theories that pass empirical tests as being corroborated but not 
proven. Corroborated theories have verisimilitude or truth-likeness. But 
Popper was never perfectly clear about what this means (see Rozeboom, 2005, 
for a sophisticated discussion); what does it mean to say that a theory likely is 
not strictly true but nevertheless has verisimilitude? A response that refers to 
theories’ ability to solve problems, make predictions, and so on can reasonably 
be interpreted as admitting a degree of pragmatism into the realist perspective. 
Although Popper might dislike such an interpretation, his own characterization 
of theory corroboration—that a theory has passed tough empirical tests—is 
not dissimilar to a pragmatist interpretation that the theory has shown itself 
useful by dint of surprising but successful predictions. 

Bayesian perspectives provide another potential middle ground. In 
Bayesian philosophy, theories are more or less probable to be true or false, 
rather than being absolutely true or false. Theories have probabilities between 0 
and 1, and the conjunction of data and Bayesian reasoning can be used to better 
estimate the probability that the theory is true. For example, Trafimow (2003) 
showed how variations on the prior probability of the theory, the probability of 
the finding given the theory, and the probability of the finding given the theory 
is false, influence the posterior probability of the theory given the finding. 

However, a criticism of Trafimow’s (2003) demonstrations is that if 
theories are neither true nor false, then it is meaningless to posit values for 
either the prior or posterior probability of the theory being true. The theory 
is false, under dichotomous categorizing, no matter the Bayesian calculations. 
Thus, Bayesian thinking might not provide a true middle ground between 
realism and pragmatism. This is not an argument that a middle ground is 
undesirable, only that it is debatable whether Bayesian thinking provides that 
middle ground. 

As a further complication, although there is an impressive philosophical 
literature pertaining to the meaning of truth (see Davidson, 2005 for a review), 
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realists versus pragmatists have argued for different conceptions of truth, 
including whether truth is dichotomous or not. If truth is not dichotomous, 
then it is reasonable to speak of degree of truth. In that event, it becomes 
more difficult to distinguish between realists and pragmatists, especially if one 
is willing to use degree of problem-solving ability as a defining characteristic 
of degree of truth. Some questions about the truth of theories that elicit 
disagreement are bullet-listed below. 

•	 Do all theoretical pronouncements have to be true for the theory to 
be true? 

•	 Can an incomplete theory nevertheless be considered true? 
•	 If a theory makes many surprising though successful predictions, is it 

asking too much of coincidence to argue that the theory is nevertheless 
likely false under dichotomous characterizing? 

Finally, at the empirical level, to be discussed more fully later, it might 
not make that much of a difference if a researcher is a realist or a pragmatist. 
Consider the famous experiment by Edington in 1919 that confirmed extremely 
surprising predictions from Einstein’s theory of relativity. Edington was a 
realist, who intended a strong test of Einstein’s theory. That the theory survived 
such a strong test can be said, from a realist perspective, to have increased its 
verisimilitude or to have increased our degree of confidence that the theory is 
true (Popper might reject the part about degree of confidence that the theory 
is true whereas other realists might favor it). Alternatively, from a pragmatist 
perspective, that the theory predicted so surprisingly and successfully could 
be interpreted as having demonstrated its usefulness for generating surprising 
and successful predictions and for solving problems. Either way, the Edington 
experiment contributed strongly to the development of physics; it was a 
resounding empirical victory for relativity from either a realist or pragmatist 
perspective.

Parenthetically, although it is customary to speak of the ability of theories to 
make predictions, similar comments could pertain to post-dictions. Remaining 
with Einsteinian relativity, Einstein (1961, Appendix III) himself pointed out 
how his theory is more successful than Newton’s theory in accounting for the 
precession of the perihelion of Mercury.1 Although we are now in the realm 
of post-diction, as opposed to prediction, most physicists and philosophers 
treat Einstein’s successful post-diction as strong evidence for the superiority of 
Einstein’s theory over Newton’s theory. A realist might interpret the successful 
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post-diction as supporting Einstein’s verisimilitude or increasing our confidence 
that the theory is true, and a pragmatist might interpret the successful post-
diction as supporting Einstein’s problem-solving ability and explanatory scope. 

In summary, for those who believe there are strictly true psychology 
theories under dichotomous categorizing, it makes sense to speak of them being 
true or false. But if no psychology theories are strictly true under dichotomous 
categorizing, then all of them are false, and there is little point in testing them 
to determine truth or falsity or even probability of being true or false. From 
a pragmatist standpoint, it makes more sense to test theories for their ability 
to successfully make surprising predictions (or post-dictions), solve problems, 
and so on. Nevertheless, from the standpoint of generating empirical victories 
or defeats, it might not matter too much if a researcher embraces realism or 
pragmatism. From either perspective, empirical victories support that there 
is something good about the theory and empirical defeats are problematic 
for the theory, though with philosophers potentially disagreeing about what 
should be meant by ‘something good’ or ‘something bad’ about the theory. 
That Newton’s theory, despite its proven wrong predictions, continues to be 
useful for many purposes, suggests that too much dichotomania with respect 
to theories is potentially harmful and psychologists might do well to avoid it. 

AUXILIARY ASSUMPTIONS

Let us now consider the role of auxiliary assumptions in deriving empirical 
hypotheses. From a dichotomous perspective, theories contain nonobservational 
terms that refer to unobservables, such as mass and attitudes whereas empirical 
hypotheses contain observational terms that refer to observables such as weight 
and attitude scales that participants complete. If we avoid dichotomania, a 
perhaps more flexible characterization is that terms in theories refer to entities 
that are ‘more unobservable’ whereas terms in empirical hypotheses refer to 
entities that are ‘more observable.’ Either way, it is necessary to have a way to 
traverse the distance between theoretical entities that are more unobservable 
and entities in empirical hypotheses that are more observable. Auxiliary 
assumptions fulfill this role. 

But auxiliary assumptions fulfill other roles too. To concretize these roles, 
consider a hypothetical threat theory study. The central idea of threat theory is 
that when people feel threatened by various groups, they are more prejudiced 
against those groups (Stephan & Stephan, 2000). Threat and prejudice are 
theoretical constructs and are relatively unobservable. To test the theory, 
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suppose a researcher randomly assigns participants to an experimental condition 
where they read about how members of group X are stealing their jobs whereas 
participants in the control condition read about how to make a peanut butter 
and jelly sandwich. Subsequently, all participants complete a prejudice scale 
and the prediction is that mean prejudice scores in the experimental condition 
should exceed mean prejudice scores in the control condition. 

Auxiliary assumptions are needed to traverse the distance between 
relatively unobservable threat and prejudice to relatively observable essays 
and prejudice scales. However, there is also what might be considered a 
ubiquitous ceteris paribus assumption (Cartwright, 1983; Lakatos, 1970; 
1974; Meehl, 1990b). Although “ceteris paribus” is typically considered to 
mean “all else is equal,” philosophers usually interpret it as “all else is right” 
in philosophy of science contexts. To see why, consider a trivial example 
where the research assistant mistakenly passes out forms having nothing to 
do with the experiment, but passes the same wrong forms to all participants 
in both conditions. In this case, all else is equal but all else is certainly not 
right. It is necessary to assume that the forms are passed out correctly, that 
the data are recorded correctly, and so on. Too, it is necessary to assume that 
the experimenter correctly set up the initial conditions for the experiment to 
test the theory (Hempel, 1965). 

THE CETERIS PARIBUS (ALL ELSE IS RIGHT) ASSUMPTION

By way of exemplifying the ubiquitous nature of the ceteris paribus assumption, 
consider a quotation from Glymour (2002): “Putative ceteris paribus laws occur, 
for example, in almost everything we know about cellular biology, in all of the 
causal claims of the social sciences, and throughout the medical sciences…” 
(p. 395). However, taken literally, the ceteris paribus assumption is blatantly 
false in psychology research, and even research in the hard sciences (Carnap, 
1956; Cartwright, 1983; 1989; 1999; 2002; 2007; Earman & Roberts, 1999; 
Earman, et al., 2002; Glymour, 2002; Persky, 1990). Even if all else is mostly 
right, and perhaps sufficient to make the experiment work, this is not the 
same as being right in all particulars. It is unlikely, for example, that random 
assignment to conditions renders the two groups exactly equal with respect to 
all causally relevant variables. It is unlikely that everyone in particular cells of 
the design experience exactly the same treatment in exactly the same context; 
for example, the times of day or dates likely are not the same. And so on. This 
might be a contributing factor to replication problems. 
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That said, there likely are studies were all else is sufficiently close to right 
that the imperfections are not importantly problematic for the research goals 
at hand. Furthermore, although replication problems plague much psychology 
research, there is psychology research that is quite replicable, with the Stroop 
effect (Stroop, 1935) a powerful example. More effort devoted to assessing 
the relative applicability of the ceteris paribus assumption, in the context of 
specific studies in psychology, likely would pay replication dividends. This 
would require that researchers pay careful attention to detail when consuming 
published research. 

With respect to dichotomania, it is unlikely that the ceteris paribus 
assumption is literally true, with respect to all particulars, for any single 
psychology study. Yet, it might be sufficiently applicable, in some studies, 
to allow progress to propagate. Whether the ceteris paribus assumption is 
“good enough” is a judgment call that should be made on a case-by-case basis. 
Dichotomania is harmful if it prevents careful evaluation of the applicability of 
the ceteris paribus assumption to the study at hand. 

MEASUREMENT

Returning to the threat study, let us recall that prejudice is difficult to observe 
whereas a participants’ responses to a prejudice scale are easy to observe. It is 
desirable to have a way to traverse the distance between the prejudice construct 
and the prejudice scale and auxiliary assumptions are potentially useful here. 
But why should we believe that a prejudice scale validly measures the prejudice 
construct? The typical answer is that we have measurement models (Kellen, 
2019) and researchers believe that those models are true. But are they? 

Although many scales in psychology literatures have impressive 
reliabilities, almost none of them have perfect reliability, and so the scales are 
not valid according to dichotomous categorizing. Moreover, the words used 
in psychology scales have slightly different meanings for different participants, 
another source of imperfection rendering measurement models strictly false. 
Then, too, participants are usually required to convert subjective responses to 
scale items to numbers or mouse clicks along a spatial continuum and it is 
unlikely, in the extreme, that all participants are able to do so perfectly. And 
there are numerous other sorts of imperfections too. 

None of the foregoing is to say that psychology scales, such as prejudice 
scales, are not useful. That is a matter requiring careful study and expert 
judgment. The extent to which psychology scales are useful likely depends on 
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configurations of population, context, and so on. It is deplorable, and highly 
damaging to science, when researchers make claims that scales have been 
validated, as if a scale is valid or not valid. Even if a scale is useful for one 
configuration of population, context, and so on, it may not be useful for other 
configurations. Moreover, even reducing the validity claim to an insistence that 
the scale is useful for a particular configuration is misleading because there is 
the issue of how useful. 

Further damaging is that researchers rarely provide explicit explanations 
of why they believe that test items connect well to the construct of interest, 
but rather depend on factor analysis to justify the scale. Although factor 
analysis can be useful for determining which items are more correlated with a 
mathematically constructed dimension and which items are less correlated with 
a mathematically constructed dimension, this is a far cry from demonstrating 
how the items connect to the construct. In stark contrast, physics measures are 
different. A physicist could explain, with much detail, precisely why she believes 
a Geiger counter provides a good estimate of the amount of radiation present. 
This is not to say that physicists have never experienced measurement issues. 
The history of thermometry, the development of thermometers, exemplifies 
how physicists sometimes had to struggle mightily to obtain good temperature 
measures (Kellen et al., 2021). In the case of thermometry, it was necessary to 
develop the kinetic theory of heat. This theory became so important that the 
extent to which it should be considered auxiliary or central is quite debatable. 

A positive psychology example stemmed from the attitude crisis in the 
1960s in social psychology (Deutscher, 1966; Ehrlich, 1969; McGuire, 1969). 
The crisis reached its apex when Wicker (1969) published a review of the attitude 
literature and reported mostly small, and sometimes even negative, correlations 
between attitudes and behaviors. As attitude was traditionally considered a 
precursor for behavior (Allport, 1935), and the most important construct in 
social psychology (Allport, 1935), it is understandable that Wicker’s review 
garnered much attention. 

Fishbein (1967; 1980; Ajzen & Fishbein, 1980; Fishbein & Ajzen, 1975; 
Fishein & Ajzen, 2010) argued that the problem is not because attitudes are 
unimportant, but rather that attitudes were subject to poor measures. In turn, 
it was the poor measures, not the attitude construct, that was to blame for the 
troublesome correlation coefficients Wicker tabulated. Furthermore, Fishbein 
asserted that behaviors have four elements: action, target, time, and context. 
Therefore, to predict behaviors, attitude measures must explicitly include each 
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of the elements in the items. This is known as the principle of correspondence 
or compatibility. Interestingly, some researchers in this tradition have been 
relatively good about avoiding dichotomania. Davidson and Jaccard (1979) 
attempted to predict behaviors from attitudes, but they experimentally 
manipulated the degree of correspondence with respect to the elements in 
the measures. They demonstrated that the sizes of the correlation coefficients 
were influenced, in dramatic fashion, by the degree of correspondence of 
measurement (correlation coefficients ranging from near zero to larger than 
0.70). This is not to say that the theory (the theory of reasoned action) is true 
(see Sniehotta et al., 2014 for criticisms), but it is undeniable that attitude 
researchers have obtained much larger correlation coefficients via careful 
attention to the issue of correspondence of measurement than previously (see 
Kraus, 1995, for a compelling meta-analysis). 

However, Fishbein’s (1980) careful attention to auxiliary assumptions 
connecting empirical terms to theoretical terms in his measurement model 
is rare in psychology. Too, the thinking underlying the Davidson and Jaccard 
(1979) demonstration, recognizing that an attitude scale can have varying 
degrees of validity depending on the degree of correspondence of measurement, 
is likewise rare in psychology. Regardless of the status of the overarching theory 
of reasoned action, the measurement work that carefully considered degrees 
of validity, was a major contribution to the attitude area and exemplifies the 
progress that can be made in psychology if researchers were to substitute careful 
and nuanced thinking in place of dichotomania. Finally, there is wide agreement 
among attitude researchers that the measurement work of researchers such as 
Fishbein and Davidson and Jaccard ended the attitude crisis from the 1960s. 
From a pragmatic perspective, this was a big win!

Cronbach and Meehl (1955) introduced the notion of construct validity. 
At the risk of oversimplifying, the idea is that to the extent to which empirical 
relations match theoretical relations, the measures are construct valid. This 
is a non-dichotomous perspective and yet researchers who publish measures 
routinely claim to have demonstrated construct validity, as if construct validity 
were a dichotomous notion. In addition, many such measures are not even 
connected to a theory but rather have factor analysis as the foundation. It 
should be obvious to anyone who has read Cronbach and Meehl (1955) that 
if there is no theory, there can be no matching of empirical relations with 
theoretical relations, and so construct validity is out of the question. Although 
it is debatable whether researchers should depend on the concept of construct 
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validity (Slaney, 2017), if researchers are to use it, they should (a) connect 
the measures to a theory and (b) avoid dichotomous assertions about having 
established or not established construct validity. 

MANIPULATION

Let us return to the threat theory study and the experiment where a researcher 
provides an essay about Group X stealing jobs (experimental condition) or 
about making a peanut butter and jelly sandwich (control condition). Why 
should we believe that the job stealing essay increases fear of Group X? It is 
necessary to assume that participants believe the essay. Even if participants 
believe the essay, they have to consider it relevant. Even if participants believe 
the essay and consider it relevant, they might not care that Group X is stealing 
jobs. Or even if participants care, they may believe that Group X has a right 
to those jobs. And so on. None of these are to say that the manipulation is 
necessarily poor, only that many assumptions need to be granted. It could 
be that some are true or false, or applicable or not applicable, or, perhaps the 
best characterization is that the different manipulation assumptions could have 
varying degrees of applicability to different configurations of population and 
context. Unfortunately, standard operating procedure is to use a manipulation 
check, and if it comes out statistically significant, researchers conclude 
that the manipulation works. Typically, little or no thought is given to the 
possibility that the manipulation works better or worse, to varying degrees, for 
different configurations of populations and contexts. There will be more about 
significance testing later; for now, it is sufficient that it is almost impossible 
that a manipulation works well for everyone and so the statement, “It works!” 
is grossly misleading and exemplifies the potential harm of dichotomania. 

Nor are reviewers immune. If a researcher fails to include a manipulation 
check, even if the effect size with respect to the main dependent variable is 
large, a standard reviewer criticism is that the researcher should have included 
a manipulation check. However, the author of the manuscript, if she had the 
opportunity, would be able to state that the large effect size with respect to the 
main dependent variable is strong evidence that the manipulation worked well 
enough, and for a sufficient proportion of the participants, to engender the 
large effect size. The riposte that the effect might be for a different reason, such 
as anger at Group X, though always a worry, is not a sufficient argument for 
rejecting the manuscript. Even if the researcher were to include a manipulation 
check to provide evidence that threat was influenced, that manipulation 
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check would be insufficient to eliminate the alternative explanation. Perhaps 
the manipulation influenced both fear and anger, but it was theoretically 
irrelevant anger, as opposed to theoretically relevant fear, that caused the 
effect on the prejudice scale. In that case, it would be desirable to include an 
anger measure, which is not a manipulation check but rather a check on an 
alternative explanation, and demonstrate only a trivial effect on that measure 
to convincingly argue against the alternative explanation. The point is not 
that researchers should or should not include manipulation checks. It is that 
the interpretation of manipulation checks, whether used or not, is a complex 
matter that should not be dichotomized. Passing a manipulation check, by 
itself, is not powerful evidence that the manipulation has its effect on the main 
dependent variable for the theoretically correct reason.

Finally, there is the issue of whether an effect of a manipulation on a 
dependent variable generalizes to different populations, contexts, and so on. 
The foregoing discussion should render obvious that whether a manipulation 
works across different populations, contexts, and so on depends, crucially, on 
the degree of applicability of the auxiliary assumptions for different population-
context configurations. A set of auxiliary assumptions that works reasonably 
well in one configuration might work badly in another configuration. For 
researchers who fail to recognize the cruciality of auxiliary assumptions, the 
natural conclusion to an empirical generalization failure is that the theory the 
manipulation was designed to test does not generalize; the theory is externally 
invalid. But this conclusion is premature. First, research efforts should be 
devoted to testing the degree of applicability of the auxiliary assumptions to 
the various population-context configurations of interest. Were such research 
to be performed, manipulations appropriate for new population-context 
configurations could be designed, and the theory might work well in the 
new configurations. A pragmatist might expect a useful theory to work well 
in configurations where the auxiliary assumptions are more applicable, and 
less well in configurations where the auxiliary assumptions are less applicable. 
A pattern of successes, where successes ought to be expected, and failures 
where failures are to be expected, could be considered to provide a convincing 
argument for the utility of the theory in a wide variety of contexts. Thus, the 
seeming proper conclusion that the theory is externally invalid might better be 
replaced by a conclusion that the theory has a considerable degree of external 
validity provided the auxiliary assumptions are appropriately adjusted for the 
different population-context configurations where the theory is to be tested or 
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applied. 

THE EFFECT IS THERE OR NOT THERE

Imagine a correlational study where the sample correlational coefficient equals 
0.01. At the sample level, the effect is small, but it is certainly there. Obviously, 
0.01 does not equal 0.00. At the population level, matters are less clear. Under 
the assumption that the population correlation coefficient is exactly zero, 
nonzero sample correlation coefficients are nevertheless to be expected. A 
nonzero sample correlation coefficient is insufficient to convincingly disprove 
that the population correlation coefficient does not equal zero. Hence, we have 
significance tests. 

But let us consider the matter more generally. As Meehl (1978) pointed 
out, everything is related to everything, so it is extremely unlikely that any 
population correlation coefficient equals exactly zero. A population correlation 
coefficient might be vanishingly small, say 2-99999, but that is not equal to zero. 
A colleague used the following counterexample against this point. “What is the 
population correlation coefficient between liking chocolate and liking opera? 
I’ll bet it is zero as there is no reason to think chocolate and opera are related.” 
However, perhaps some people are generally more prone to like things and 
others less prone, and so the two items would be correlated. The correlation 
might be extremely small, such as 2-99999, but extremely small is not the same as 
zero. The safe bet would be that the population effect is always there, though it 
might be extremely small. The question, then, is not whether the effect is there 
at the population level—because it is—but rather its size. However, the change 
in question from “Is the effect there?” to “How big is the effect?” constitutes 
a fundamental change from dichotomous thinking to non-dichotomous 
thinking. 

Let us now consider experimental research. If the summary statistics (e.g., 
means) in the two conditions are different, and they practically always are, 
then the effect is there at the sample level. At the population level, although it 
is more believable that an effect, such as Cohen’s d, might equal exactly equal 
zero than for a correlation coefficient, it is nevertheless not very believable. In 
the vast majority of research, manipulations are performed because researchers 
believe they will work. It is one thing to be mostly off-track, but to be so 
completely wrong that the manipulation does not work at all, not even slightly 
for a single participant, is unlikely in the extreme. And if the manipulation 
does work, to the slightest degree, for only a single participant, then the effect 
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size does not equal exactly zero, though it might be very small. Therefore, even 
with experiments, the question should not be “Is the effect there?” but rather 
should be “How big is the effect?” or “For what proportion of participants are 
the findings in the predicted direction?” (Grice, 2020; Grice et al., 2020). As is 
true for correlational research, dichotomania is contraindicated. 

THE EFFECT IS OR IS NOT STATISTICALLY SIGNIFICANT

The obvious retort to the previous section is that if an effect is vanishingly 
small, too small for statistical significance, then it is too trivial to matter. And 
so dichotomous thinking is fine: A result is too trivial to matter or it is not too 
trivial to matter. Or, in psychology language, the effect is statistically significant 
or it is not. 

However, even thusly transformed dichotomania is deleterious for 
psychology. For one thing, how would one know if an effect is too trivial to 
matter? There are many potential applied goals, and an effect might be too 
trivial for some of them but not for others. If Cohen’s d is 0.10, a value most 
would consider small, but people’s lives are at stake, the ostensibly small value 
should not prevent the application from being used. Cohen (1988), himself, 
warned researchers against taking his categorizations of small, medium, and 
large effect sizes too seriously, an admonition that has been widely ignored. But 
what about basic research, where the goal is to test a theory?

Many have argued that as most researchers make directional predictions 
from theories, the only thing that matters is whether there is an effect and 
whether it is in the predicted direction, not its size (e.g., Maxwell et al., 
2008).2 Although the statement may seem plausible, consider alternative 
explanations such as that the randomization process is not perfect (and none 
ever is), that the manipulation influences more than one item (as is always the 
case) and it is the confounder that causes the effect, and so on. Suppose the 
researcher has a very large sample, obtains a small value (e.g., 0.10 for Cohen’s 
d), but the effect is statistically significant due to the large sample size. The 
problem is that potential alternative explanations are plausible for Cohen’s d 
= 0.10. Consequently, even ignoring the issues previously discussed here, the 
finding provides extremely weak evidence for the theory. In contrast, suppose 
Cohen’s d = 0.90. In that case, although the potential alternative explanations 
remain possible, their plausibility is greatly decreased. It is possible, but not 
plausible, that small imperfections in the randomization process cause such 
a large effect. Hence, we see that even for theory-testing research, the size of 
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the effect is crucial for ruling out alternative explanations and dichotomania 
is not justified.

Consider a general argument. In every test of statistical significance, there 
is the null hypothesis or test hypothesis, but there are additional assumptions 
too. One additional and ubiquitous assumption is that the participants are 
randomly selected from the population, which is blatantly false (Berk & 
Freedman, 2003; Hirschauer et al., 2020).3 Many significance tests assume 
normal distributions, another assumption that is practically always false (Blanca 
et al., 2013; Ho & Yu, 2015; Micceri, 1989). Also, many significance tests 
assume interval level data, linearity, and countless other assumptions (Amrhein 
et al., 2019; Bradley & Brand, 2016). It is well beyond plausibility that all 
added assumptions are true (Amrhein et al., 2019; Trafimow, 2019a). Well, 
then, let us designate the null hypothesis or test hypothesis H, and the set of 
added assumptions A, so the statistical model M includes H and A (Greenland, 
2017; Greenland, 2019). Stated succinctly, M = H + A. However, because it 
is tantamount to guaranteed that A is false, it is a logical necessity that M is 
false too. It is vital to remember that P-values used in significance tests are 
contingent not on H, but on M. But because M is always false, P-values must 
be statistically significant provided the sample size is sufficiently large. Thus, 
the best that can be said about P-values is that small ones provide evidence 
against M, not against H.4 And large P-values provide less evidence against M 
and again nothing can convincingly be said about H. Whether P-values are or 
are not under an arbitrary threshold is not diagnostic about whether to reject M 
because M is practically certainly false due to the practical impossibility that A 
is true. Then, too, we saw in the previous section that if H is a null hypothesis, 
it is practically certain to be false anyway, and there is little point attempting 
to show the falsity of a hypothesis that is certainly false anyhow regardless of 
how a significance test comes out. In summary, H is almost certainly false (see 
previous section), A is certainly false, and M is certainly false even if H were 
miraculously true. There is no point in falsifying M because it must be false by 
dint of the falsity of A. And even if H were to have a reasonable chance of being 
true, significance tests would be incapable of testing H because of its being 
embedded in M. The whole operation is multiply ludicrous (Rozeboom, 1960; 
1997; 2005), but dichotomania forces us to act as if it were sound. 

Nor is the harm hypothetical. As many authorities have explained, having 
a threshold for statistical significance, with publication strongly dependent, 
ensures a literature replete with inflated effect sizes by the well-known 
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phenomenon of regression to the mean.5 Empirical support for this statistical 
inevitability was obtained by the Open Science Collaboration (2015) project; 
they found that the average effect size in the replication cohort of studies was 
less than half that in the original cohort of studies. 

A better goal is to consider estimation because estimation admits that the 
statistical model is strictly false but may nevertheless be sufficiently applicable 
for useful estimates (Box & Draper, 1987). Of course, estimation is part of 
many significance tests, but estimation in this context is in the background with 
test statistics and P-values in the foreground. To see the value in estimation, 
as more than a means to perform a significance test, imagine a world where 
sample statistics (e.g., means, standard deviations, etc.) have nothing to do 
with corresponding population parameters. In this unfriendly world, no sample 
statistics, no effect sizes, and no data would provide persuasive tests of theories. 
Consequently, we see that a crucial assumption for drawing conclusions about 
theories from data is that the sample statistics are reasonable estimates of 
corresponding population parameters. Clearly, then, estimation is crucial; it is 
vital that sample statistics really do have a large probability of being within a 
reasonable distance of the population parameters they are supposed to estimate. 

However, if we change from a focus on significance testing to a focus on 
estimation, we also change questions. We are no longer asking “Is the effect 
statistically significant?” which promotes dichotomania. Instead, we are now 
asking “How well do the sample statistics estimate corresponding population 
parameters?” which contrasts against dichotomania. Some have argued in favor 
of confidence intervals because of the estimation advantage (e.g., Cumming 
& Calin-Jageman, 2017), though the tendency for researchers to dichotomize 
by focusing on whether a result is inside or outside the confidence interval 
largely undermines the touted advantage. Others have argued for alternative 
estimation procedures (see Trafimow, 2019b for a review). The present goal is 
not to argue in favor of one estimation procedure over another, but rather to 
assert that researchers should be more interested in estimation, which avoids 
dichotomania, as opposed to significance testing, which promotes dichotomania. 
Researchers with an estimation focus are in an improved position to calibrate 
their judgments about the degree to which findings support or disconfirm a 
theory by informed judgments about how well the sample statistics estimate 
corresponding population parameters. 

Finally, many have touted Bayes factors as a potential solution. A typical 
criticism of Bayes is that it is necessary to posit a prior probability of a hypothesis 
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(or prior probability distribution) and this may be difficult to know (Suppes, 
1994). However, Bayes factors arguably alleviate this necessity because these 
can be calculated from data. Bayes factors are touted as providing the relative 
probabilities of the data given two competing hypotheses. The idea here is 
that authors can report Bayes factors and each reader can include her own 
subjective prior probabilities to decide what to believe. A nice point about the 
Bayes factor argument is that it avoids dichotomania by explicitly recognizing 
that different people might have different subjective prior probabilities. 
Unfortunately, some Bayesians bring dichotomania back into the system by 
recommending particular cutoff values for Bayes factors (e.g., 10 or more) as 
providing sufficient reason for one hypothesis to win out over the other. 

However, even without cutoff values, and even, for the sake of argument, 
allowing for subjective prior probabilities, there is nevertheless a problem with 
Bayes factors that has not been adequately addressed in the literature. To see 
the problem, consider that although Bayes factors are generally said to be 
conditioned on competing hypotheses, H1 and H2, this is false. Just as with 
significance testing, the hypotheses are embedded in statistical models, so that 
Bayes factors are conditioned on models M1 and M2, not on hypotheses H1 and 
H2 as is usually stated. But we have already seen it is tantamount to impossible 
that either M1 or M2 is true, due to the added assumptions in the models. 
Therefore, it is unclear what is gained from a statistical analysis showing that 
the data are more likely given one false model than given another false model. 
This is not a blanket condemnation of Bayes. For example, Bayesian estimation 
is a different animal, entirely. The underlying problem for both traditional 
significance testing and Bayes factors is that statistics is simply insufficient 
to tell researchers what hypotheses they should believe; there are too many 
non-statistical factors involved including overarching theories, auxiliary 
assumptions, expert knowledge, and others. It is a mistake to reduce degree 
of belief in hypotheses to pure statistics, and especially statistical cutoff values, 
whether these are frequentist or Bayesian. 

DISCUSSION

The foregoing comments focused on dichotomania with respect to theories, 
auxiliary assumptions, including the ceteris paribus assumption, those involved 
in measurement and experimental manipulation, effects, and significance 
testing. The extent to which dichotomania with respect to theories could be 
argued harmful includes much potential nuance in the argumentation on 



36	 David Trafimow

both sides. With respect to the other issues, slightly less nuance is needed; 
dichotomania is generally harmful. 

But this need not be so. Auxiliary assumptions, whether about the ceteris 
paribus assumption, measurement, or manipulation, can be evaluated with 
respect to population-context configurations. Auxiliary assumptions might 
apply, to greater or lesser degrees, to different configurations. For establishing 
generality of the theory or its lack thereof, it is not reasonable to expect results 
always to generalize because auxiliary assumptions that are more valid in some 
population-context configurations likely are less valid in others. To come to 
sounder conclusions about the extent to which theories generalize, researchers 
should make robust efforts to find more applicable auxiliary assumptions for 
the population-context configuration to which generalization is desired. In 
that event, a theory that initially seems not to generalize might perform very 
well with respect to generalizability. Alternatively, a theory may fail in a variety 
of generalization studies, even with robust attempts to have applicable auxiliary 
assumptions for each of the population-context configurations involved. In 
that case, of course, the theory can be considered falsified or to be lacking 
in usefulness, for realists or pragmatists, respectively. Or, if a theory works 
well in some population-context configurations but not in others, it’s range of 
applicability could be considered bounded, the likely fate of many psychology 
theories. 

In addition, there is little reason to dichotomize with respect to findings 
or significance testing. As we saw earlier, it is extremely unlikely that an effect 
would equal exactly zero, in which case asking the dichotomous question, “Is 
the effect there?” is a silly question. Similarly, because the statistical model is 
always strictly false, asking the dichotomous question, “Should the statistical 
model be rejected?” is silly too. Effects can be of various sizes, and statistical 
models can be of varying degrees of applicability. Dichotomizing that which is 
transparently not dichotomous is deleterious for the field. 

It is more than high time for researchers to cure themselves of 
dichotomania. A good start would be for psychology textbooks, including 
methodology and statistics books, to emphasize the non-dichotomous nature 
both of psychological phenomena and the conceptual foundations of research 
methodology and statistics. Only thus can we look forward to a dramatically 
improved future where psychology advances rapidly to better the human 
condition.
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Notes

1.	 The point of closest approach of Mercury to the Sun changes in a way more 
consistent with Einstein than Newton.

2.	 Maxwell et al. (2008) took pains to clarify that for other purposes, effect sizes 
matter. 

3.	 Random selection differs from random assignment of participants to conditions. 
Random assignment might render generalizing to a population of potential 
randomizations plausible, but not generalization to a population of people. 

4.	 Some researchers do not even accept that small P-values provide convincing 
evidence against M (see Lavine, 2024 for a review), a discussion that is beyond 
that which is necessary for present purposes. 

5.	 See Grice (2017), Hyman (2017), Kline (2017), Locascio (2017a; 2017b), and 
Marks (2017) for a recent and relevant discussion.
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